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A 0.07 pJ/b/dB 36-Gb/s PAM-3 Receiver Using
Inductor-Reused CTLE and One-Tap
Loop-Unrolled DFE in 22-nm CMOS

Pin-Yuan Chiu and Shen-Iuan Liu , Fellow, IEEE

Abstract— This paper presents a 36 Gb/s (23.04 GBaud) 3-level
pulse amplitude modulation (PAM-3) receiver (RX). The pro-
posed inductor-reused continuous-time linear equalizer (CTLE)
uses feedforward and inductive peaking techniques. Addition-
ally, the number of the data slicers is reduced in the PAM-3
receiver with a loop-unrolled decision feedback equalizer (DFE).
Furthermore, a baud-rate phase detector (BRPD) is presented.
Fabricated in 22-nm CMOS technology, this receiver compensates
for a channel loss of 20.5 dB at 11.52 GHz, achieving a bit error
rate (BER) of less than 10−12 with a pseudo-random ternary
sequence (PRTS) of 37−1. The measured clock integrated jitter
is 267 fsrms at 720 MHz, and the retimed data exhibits 10.98 pspp
jitter. The overall receiver consumes 51.7 mW, with a calculated
energy efficiency of 1.44 pJ/b and a figure of merit (FoM) of
0.07 pJ/b/dB.

Index Terms— Pulse amplitude modulation, continuous-time
linear equalizer, loop-unrolled decision-feedback equalizer, baud-
rate phase detector, 1+D, clock and data recovery, pseudo-
random ternary sequence.

I. INTRODUCTION

MULTI-LEVEL signaling, especially 4-level pulse ampli-
tude modulation (PAM-4), holds advantages over

non-return-to-zero (NRZ) signaling due to lower bandwidth
requirements. However, the issues must be considered, such
as reduced voltage margin, analog front end (AFE) linearity
requirements, increased circuit complexity, and higher vulner-
ability to inter-symbol interference (ISI). Additionally, when
converting the multi-level signaling to a digital binary, opti-
mizing the slicers’ reference voltages is essential to improve
both the jitter tolerance and the bit error rate (BER). Recently,
3-level pulse amplitude modulation (PAM-3) signaling [1], [2]
has been adopted to address the above challenges.

The conventional continuous-time linear equalizer (CTLE)
[3] has a trade-off between the high-frequency gain and the
bandwidth while the power consumption is limited. In addi-
tion, a variable gain amplifier (VGA) is required if the
low-frequency gain of the CTLE is reduced to enhance the
high-frequency boosting gain. It may increase the power
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consumption and reduce the bandwidth. In this work, an
inductor-reused CTLE is presented by modifying the limiting
amplifier (LA) [4]. The proposed CTLE adopts the feedfor-
ward and current-reduced techniques to enhance the boosting
gain and the power efficiency, respectively. By using two
capacitor arrays to adjust the high-frequency gain of the CTLE
while preserving the low-frequency gain, the low-frequency
and high-frequency gains of the proposed CTLE can effec-
tively be decoupled.

For a conventional quarter-rate PAM-3 receiver with a one-
tap loop-unrolled decision feedback equalizer (DFE), 24 data
slicers are required. It not only degrades the bandwidth of
the proceeding equalizer but also increases the power con-
sumption. In prior work, the 1+0.5D approach [5] for PAM-4
signaling relies on a high channel loss and necessitates a
feedforward equalizer (FFE) in the transmitter to shape the
response. Inspired by the timing function for NRZ signal-
ing [6], the proposed quarter-rate PAM-3 receiver uses sixteen
data slicers for a one-tap loop-unrolled DFE and four error
slicers for a baud-rate phase detector (BRPD). By using the
1+D technique, the required number of data slicers is reduced.
It not only reduces the capacitive loadings for the preceding
CTLE but also improves the power efficiency. In addition, the
loop-unrolled method relaxes the stringent timing requirement
and the power-consuming summer in a direct feedback DFE.
The digital logic operation can benefit the low power from the
22-nm CMOS technology.

This paper is organized as follows. Section II introduces the
analysis of the inductor-reused CTLE. Section III describes the
one-tap loop-unrolled DFE and the BRPD. Section IV presents
the overall PAM-3 receiver implementation. Section V shows
the measurement results. Finally, the conclusion is drawn in
Section VI.

II. INDUCTOR-REUSED CTLE

A. CTLE Boost and Tuning

Fig. 1(a) shows the conventional CTLE, composed of a
gain stage and an inductive peaking buffer. Since this quarter-
rate PAM-3 receiver will need twenty slicers, their input
capacitances will be considered for this CTLE. By using
the half-circuit small-signal model in Fig. 1(b), the transfer
function of the CTLE is derived as

Vout1

Vin1
=

Gm1,2Gm3,4 RD1 (RD2 + L Ds)
(RD1CP,Qs + 1)(L DCLs2 + RD2CLs + 1)

(1)
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Fig. 1. (a) Conventional CTLE with an inductive peaking buffer, and (b) its
half-circuit small-signal model.

where

Gm1,2 =
1

1
gm1,2

+

(
RS1
2 ||

1
2CS1s ||(

RS2
2 +

1
2CS2s )

) (2)

Gm3,4 =
1

1
gm3,4

+
RS3
2

(3)

where CP,Q = CP = CQ , gm1,2 denotes the transconductance
of M1 − M2, and gm3,4 denotes the transconductance of
M3 − M4.

To improve the high-frequency boosting gain and drive
the input capacitances of twenty slicers, the proposed
inductor-reused CTLE is shown in Fig. 2(a) using the feed-
forward and inductor peaking techniques. Its half-circuit
small-signal model is shown in Fig. 2(b). The transfer function
is derived as (4), shown at the bottom of the page. To consider
the low-frequency gains of (1) and (4), they are expressed as

Vout1

Vin1
=

Vout2

Vin2
=

RD1 RD2(
1

gm1,2
+

RS1
2

) (
1

gm3,4
+

RS3
2

) . (5)

To consider the high-frequency gains of (1) and (4) at the
frequency of 1/(2π

√
L DCL) and assuming CL ≫ CP,Q , they

Fig. 2. (a) Proposed inductor-reused CTLE, and (b) its half-circuit
small-signal model.

are be approximately derived as

Vout1

Vin1
≈

gm1,2Gm3,4 RD1

(
RD2 +

√
L D
CL

)
2 + RD2

√
CL
L D

(6)

and
Vout2

Vin2

≈

gm1,2Gm3,4 RD1

(
RD2+

√
L D
CL

(
1+

RD2
RD1

+
1

Gm3,4 RD1

))
(

2−

(
RD2+

Gm3,4 L D
CP,Q

)
/(RD1+RD2)

)
+(RD1||RD2)

√
CL
L D

,

(7)

respectively. Dividing (7) by (6), one can have

Vout2/Vin2

Vout1/Vin1
≈

(
RD2 +

√
L D
CL

(
1 +

RD2
RD1

+
1

Gm3,4 RD1

))
(

RD2 +

√
L D
CL

)
×

2 + RD2

√
CL
L D(

2−

(
RD2+

Gm3,4 L D
CP,Q

)
/(RD1+RD2)

)
+(RD1||RD2)

√
CL
L D

.

(8)

Vout2

Vin2
= Gm1,2

L D
(
1 + Gm3,4 (RD1 + RD2)

)
s + Gm3,4 RD1 RD2

L DCLs2 +
(
RD2CL − Gm3,4L D

)
s+1+

L DCL (RD1+RD2)s2+(RD1 RD2CL+L D)s+RD1
1/CP,Qs

(4)
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TABLE I
COMPONENT PARAMETERS FOR FIG. 1(A) AND FIG. 2(A)

Fig. 3. Simulated AC response of Fig. 1(a) and Fig. 2(a).

Since both terms in (8) are larger than one, it indicates
that Vout2/Vin2 is larger than Vout1/Vin1 at the frequency
of 1/(2π

√
L DCL). By using the component parameters in

TABLE I, Fig. 3 plots the transistor-level simulated AC
responses of Fig. 1(a) and Fig. 2(a). Simulation results reveal
that when the same power consumption is applied, the pro-
posed CTLE achieves an additional 7 dB boost at 11.52 GHz
compared to Fig. 1(a). The proposed inductor-reused CTLE,
while maintaining the same power as the conventional one,
can effectively drive heavy capacitive loads of twenty slicers
and offer increased high-frequency boosting gain.

To further analyze the proposed CTLE, if CP,Q ≈ 0 and
Gm1,2 ≈ gm1,2 at high frequencies, (4) can be approximated
as
Vout2

Vin2

≈
gm1,2

(
L D

(
1 + Gm3,4 (RD1 + RD2)

)
s + Gm3,4 RD1 RD2

)
L DCLs2 +

(
RD2CL − Gm3,4L D

)
s + 1

.

(9)

According to (9), the damping ratio ζ is calculated as

ζ =
RD2

2

√
CL

L D
−

Gm3,4

2

√
L D

CL
. (10)

Enlarging Gm3,4 can achieve a high gain for Vout2/Vin2 in (9).
However, ζ in (10) is compromised, which may potentially
result in amplitude ringing and undesired ISI. Apart from
the feedforward path in the proposed CTLE, it also exhibits
positive feedback. To decrease the loop gain and prevent the

Fig. 4. Simulated AC response of Fig. 2(a) versus CP,Q .

oscillation, a lower Gm3,4 can be chosen which may result in
a weaker high-frequency compensation. Alternatively, using
a larger resistor RD2 will degrade the quality factor of the
inductor which helps to prevent the oscillation. To ensure the
stability, the appropriate values of Gm3,4, RD2, and L D are
determined by using (10) along with the Cadence-provided
component called “diffstbprobe” [7] to verify the loop stability.
In this work, by using the component parameters in TABLE I,
Gm3,4 and ζ are calculated as 17.6 mS and 0.35, respectively.

As shown in (3), (7), and (10), the high-frequency gain of
the proposed CTLE is affected by the value of Gm3,4, which
is sensitive to the process variations. Based on (4) and (5),
one can increase CP,Q to lower the high-frequency gain while
keeping the low-frequency gain constant. This is because,
when increasing CP,Q , a portion of the signaling current will
flow through CP,Q , thereby reducing the feedforward gain.
This approach simplifies the parameter design by effectively
decoupling the low-frequency and high-frequency gains of the
proposed CTLE. Fig. 4 shows the transistor-level simulated
AC response of the proposed CTLE, where the boosting gain
varies from 17.6 dB to 6.3 dB at 11.52 GHz. In this work,
two 5-bit digitally-controlled capacitor arrays are employed,
and CP,Q ranges from 30 fF to 270 fF.

B. Zero and Pole Locations

According to (4), there are three zeros and five poles.
Among them, the first stage in Fig. 2(a) contributes two zeros
and two poles, approximated as

ωz1 ≈
−1

(RS1 + RS2) CS2
ωp1 ≈

−1
RS2CS2

ωz2 ≈
−1

RSCS1
ωp2 ≈ −

1 + gm1,2 RS/2
RSCS1

(11)

where RS denotes (RS1||RS2). In Fig. 2(a), the zero and pole
contributed by RS2 and CS2 are used to compensate for the
low-frequency loss [8] at frequencies in the several hundred
MHz range. Similarly, the zero and pole contributed by RS1
and CS1 are used to compensate for the high-frequency loss
over several GHz. In (4), a zero contributed by the inductor
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Fig. 5. Simulated pole and zero loci of Eq. (4) on s-plane as CP,Q changes
from 30 fF to 270 fF.

Fig. 6. (a) PAM-3 eye diagram without ISI and two reference voltages, and
(b) nine data levels with ISI and six reference voltages.

is approximated as

ωz3 ≈ −(RD1||RD2)/L D (12)

The remaining three poles in (4) are altered when CP,Q
changes. By using the component parameters in TABLE I,
Fig. 5 shows the simulated pole and zero loci of (4) when
CP,Q changes from 30 fF to 270 fF. Through proper design,
all the poles and zeros reside in the left-half plane to ensure
stability.

III. LOOP-UNROLLED DFE AND BAUD-RATE PD

A. Loop-Unrolled DFE

PAM-3 signaling involves three symbols, Sn ∈ {1, 0, −1}
for the nth sampling. In the absence of ISI, Fig. 6(a) shows
the amplitude of the PAM-3 data, expressed as Sn ·h0, where
h0 denotes the main cursor. To recover the data, two slicers
with the reference voltages, h0/2 and −h0/2, are required.

Assuming the higher-order post-cursors are compensated
by the equalizers, except for the first post-cursor h1. When
considering Sn−1 and h1, the amplitudes of the present PAM-3
data are equal to Sn−1 · h1 + Sn · h0. For instance, if Sn−1 =

1, there are three possible data levels for the present PAM-3
data; i.e., h1 ± h0 and h1. To recover the data from these three
levels, two slicers with the reference voltages of h1 ± h0/2 are
needed. Since Sn−1 may have three symbols, there are nine
data levels shown in Fig. 6(b), and six reference voltages of

Fig. 7. A PAM-3 one-tap loop-unrolled DFE.

Fig. 8. Normalized SBR.

h1 ± h0/2, ± h0/2, and −h1 ± h0/2 are needed. Based on
the above discussions, Fig. 7 shows a PAM-3 one-tap loop-
unrolled DFE, composed of six data slicers with six reference
voltages, two 3-to-1 MUXes, and two DFFs. Through the
previous data (DH [n − 1], DL[n − 1]), two MUXes generate
the present data (DH [n], DL[n]) by selecting two outputs
from six data slicers.

To reduce the number of slicers in the PAM-3 loop-unrolled
DFE, this work utilizes a timing function [6]. This timing
function is expressed as

fB R (τ ) = hB R (τ ) − hB R (τ + Tb) (13)

where hB R(τ ) denotes the single bit response (SBR). The time
Tb is equal to 1/SR, where SR represents the symbol rate of the
PAM-3 signaling. Fig. 8 shows the normalized SBR, where the
values h0,B R and h1,B R are sampled at τ = τ0 and τ = τ0+Tb,
respectively. When h0,B R = h1,B R , the timing function in (13)
is expressed as

fB R (τ0) = h0,B R − h1,B R = 0. (14)

In addition, the nine data levels in Fig. 6(b) are condensed into
five, ±2h0,B R , ±h0,B R , and 0, as shown in Fig. 9. To recover
these five data levels, four data slicers with four reference
voltages, ±3h0,B R/2 and ±h0,B R/2, are needed. Note that
this is a so-called 1+D technique.
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Fig. 9. Nine data levels condense into five and four reference voltages.

Fig. 10. Proposed PAM-3 receiver with a one-tap loop-unrolled DFE.

TABLE II
DATA RECOVERY LOGIC

Based on Fig. 9, Fig. 10 shows the proposed PAM-3 receiver
with the one-tap loop-unrolled DFE. It is composed of four
slicers with four reference voltages, two 3-to-1 MUXes, and
two DFFs, an error slicer, and a BRPD logic. TABLE II shows
the data recovery logic, where the previous data (DH [n − 1],
DL [n − 1]) selects two of the outputs DS1−4 to recover the
present data (DH [n], DL [n]). It is important to note that
this approach specifically benefits for multi-level signaling and
does not offer the similar advantages for NRZ signaling [6].

B. Baud-Rate PD Logic

To realize the BRPD by using the timing function in (13),
the output of the CTLE is approximated as

vctle [n] ≈ Sn · h0,B R + Sn−1·h1,B R . (15)

When the sequence (Sn−1, Sn) is (−1, 1) or (1, −1), the
polarity of the timing function in (13) can be detected by the

TABLE III
TRUTH TABLE OF BRPD LOGIC

Fig. 11. (a) Measured channel response, (b) simulated eye diagram,
(c) simulated probability difference of Late and Early, and (d) C K n samples
on Zone1.

sign of vctle[n]. In Fig. 10, the output of the error slicer is
given by

E S [n] = sign(vctle[n]) (16)

where sign(·) is the sign function. TABLE III shows the truth
table of the BRPD logic. For instance, when the recovered
data sequence (DH [n −1], DL[n −1], DH [n], DL[n]) = (1,
1, 0, 0), E S[n] = 1 or 0 indicates the clock phase is Early or
Late, respectively. At the steady state, the BRPD toggles when
h0,B R = h1,B R . This convergence allows the condensation of
the nine data levels into five, as shown in Fig. 9, enabling the
implementation of the loop-unrolled DFE logic.

Fig. 11(a) shows the measured channel response with
20.5 dB loss at 11.52 GHz. Combining this channel with the
CTLE, Fig. 11(b) shows the simulated eye diagram, using
a 23.04 GBaud pseudo-random ternary sequence (PRTS) of
37

−1 [2]. Fig. 11(c) shows the simulated probability difference
of Late and Early versus 1TC K , where Pr(·) denotes the
probability function. The timing error 1TC K is defined as the
timing difference between the ideal locking point and the nth

clock C K n . The ideal locking point resides at the sampling
time with h0,B R = h1,B R . For a small |1TC K | in Fig. 11(c),
the probability difference of Late and Early is approximately
±0.22. For a large |1TC K |, the Mueller-Müller PD (MMPD)
[9] may exhibit multiple false-locking points in multi-level
signaling [10]. This phenomenon leads to a degraded BER.
However, the proposed BRPD features a single locking point.
To explain it, two zones are defined with respect to 1TC K . The
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first zone Zone1 is within −0.5 UI < 1TC K < −0.23 UI and
the second one Zone2 is within 0.23 UI < 1TC K < 0.5 UI.

In Fig. 11(d), the eye diagram shows that C K n samples
on Zone1. Assume that (DH [n − 1], DL[n − 1]) is equal
to (1, 1). When the data amplitude is below h0,B R/2 (blue
and red part), both DS1[n] and DS2[n] are equal to low in
Fig. 10. It results in (DH [n], DL[n]) = (0, 0) according
to the DFE logic in TABLE II. When the data amplitude is
between h0,B R/2 and 0, one can find E S [n] = 1 (blue part)
in the Zone1. It indicates that the clock is Early according
to the BRPD logic in III-B. When the data amplitude is lower
than 0, E S [n] = 0 is obtained where the clock is Late. Since
the larger magnitude in the red part is larger than the that
in the blue part, the average output of the BRPD logic will
indicate that the clock is Late. Similarly, when C K n samples
on the Zone2, the BRPD logic will output more Late. Thus,
when the clock samples on either Zone1 or Zone2, the VCO’s
frequency will speed up to reduce |1TC K | until the BRPD
locks. This is the reason why the proposed BRPD exhibits a
single locking point, marked by the red circle in Fig. 11(c).

The transfer curve shown in Fig. 11(c) displays an asym-
metrical phase characteristic. When the frequency of the
sampling clock C K is lower than the baud-rate frequency,
there is a higher probability of outputting Late. This tendency
allows the BRPD to generate more Late outputs, subsequently
increasing the frequency of the sampling clock through the
clock and data recovery (CDR) circuit. This characteristic
indicates that the BRPD possesses a considerable upward
frequency acquisition range. However, the narrow region of
outputting Early limits its downward frequency acquisition
range. According to MATLAB simulation results, the simu-
lated upward and download frequency acquisition ranges are
34% and less than 1000 ppm, respectively.

C. Voltage Margin Comparison

Although the DFE effectively eliminates the post-cursor
ISI, the pre-cursor ISI still exists. To evaluate the impact of
the pre-cursor ISI on the voltage margin [11], five channel
responses with losses ranging from 9.9 dB to 28.3 dB at
11.52 GHz are considered as shown in Fig. 12(a). Fig. 12(b)
shows the normalized SBR with the data of 23.04 Gbaud when
the channel loss of 28.3 dB at 11.52 GHz and the CTLE
are used. Here, when a bang-bang phase detector (BBPD)
is used, h0,B B and h−1,B B denote the main cursor and the
first pre-cursor, respectively. When the BRPD is used, h0,B R
and h−1,B R denote the main cursor and the first pre-cursor,
respectively. Fig. 12(c) shows the normalized cursors versus
channel loss using the BBPD and the BRPD, respectively.
Assuming the CTLE and the DFE eliminate all post-cursors
and only focus on the first pre-cursor considered, the voltage
margins using the BBPD and the BRPD are approximated as{

V M P AM3,B B ≈ h0,B B − 2h−1,B B
V M P AM3,B R ≈ h0,B R − 2h−1,B R

, (17)

respectively. The normalized voltage margins are shown in
Fig. 12(d), calculated by using simulated main cursors and first
pre-cursors from Fig. 12(c) and (17). When the channel loss
is less or greater than 17 dB, voltage margins using the BBPD

Fig. 12. (a) Five channel responses, (b) simulated normalized SBR,
(c) simulated normalized cursors versus channel loss, and (d) simulated
normalized voltage margins versus channel loss.

are higher or lower than those using the BRPD. In Fig. 12(c),
h−1,B B becomes significant in the high-loss channel, while
h−1,B R remains negligible. As a result, when the channel
loss is high and the pre-cursor ISI is significant, the BRPD
demonstrates a larger voltage margin compared to the BBPD.

IV. QUARTER-RATE PAM-3 RECEIVER

Fig. 13 shows the proposed quarter-rate PAM-3 receiver.
It consists of an inductor-reused CTLE, sixteen data slicers,
four error slicers, two reference generators [12], retimers,
twenty 1-to-4 DMUXes, a synthesized logic circuit, a digital-
to-analog converter (DAC), an LC voltage-controlled oscillator
(VCO), a quadrature (IQ) divider [13], and a divide-by-4
divider. The synthesized logic circuit is composed of a DFE
logic, a BRPD logic, a digital loop filter (DLF), a binary-to-
thermometer code (B2T) converter, and a PRTS checker.

In a full-rate architecture, as shown in Fig. 10, four data
slicers and an error slicer are needed. Consequently, in a
quarter-rate architecture, the total number of required slicers
increases to twenty. To implement the data and error slicers in
the quarter-rate slicer bank, a four-input StrongARM latch [14]
in series with a SR latch is employed. As shown in Fig. 14, the
servo loop within the reference generator regulates the output
common-mode voltage Vcm to be equal to the common-mode
voltage of the CTLE Vcm,CT L E . The difference between the
differential output voltages, Vre f P and Vre f N , is controlled
by adjusting the code from the synthesized logic. The two
generators facilitate the realization of four differential refer-
ence voltages, ±3h0,B R/2 and ±h0,B R/2. According to the
simulation results, these voltages correspond to ±196.6 mV
and ±68.7 mV, respectively. The remaining circuits will be
discussed as follows.

A. DFE Logic and BRPD Logic

In Fig. 15, the DFE logic is shown, consisting of 96 DFFs
and 32 3-to-1 MUXes, operating with a clock frequency
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Fig. 13. Proposed quarter-rate PAM-3 receiver with the one-tap loop-unrolled DFE.

Fig. 14. Reference generator.

(C K div4) of 1.44 GHz. The 64-bit DS1−4 [15:0] from the
DMUXes undergoes retiming using 64 DFFs in alignment
with C K div4. According to TABLE II, the recovered data
DH [15:0] and DL[15:0] are selected from DS1−4 [15:0] by
using 32 3-to-1 MUXes and 96 DFFs. A critical path exists,
marked by the red dashed line in Fig. 14. The delay on this
path must be shorter than the period of C K div4, expressed as

TC K Q + 16T MU X + Tsetup < 16UI (18)

where TC K Q denotes the clock-to-Q delay of the DFF, TMU X
denotes the propagation delay of the 3-to-1 MUX, Tsetup
denotes the setup time of the DFF, and the period of C K div4
is equal to 16UI (= 0.69 ns). Although a look-ahead logic [5],
could reduce the delay of the critical path to TC K Q+5T MU X +

Tsetup, it needs 96 DFFs and 100 3-to-1 MUXes. According
to the simulation results, both TCKQ and Tsetup are equal to
0.01 ns and TMU X is 0.03 ns. Then, the proposed DFE logic
meets the timing requirement of (18). And, both the hardware
and the power can be reduced.

According to TABLE III, the BRPD logic utilizes
E S[15 : 0], DH [15 : 0], and DL [15 : 0] generate the
Late/Early signal.

Fig. 15. DFE logic.

B. DLF and LCVCO

According to Late/Early of the BRPD logic, a first-order
DLF produces a 5-bit coarse code DL Fcoarse [4:0] and a
7-bit fine code DL F f ine[6:0]. Then, DL F f ine[6:0] is con-
verted into a 127-bit thermometer code B2T [126:0] by using
the B2T converter. Fig. 16(a) shows the DAC, composed of a
resistor ladder, 254 switches, and a capacitor. The thermometer
code B2T [126:0] controls the DAC to generate the control
voltage VD AC . Fig. 16(b) shows the LCVCO with two var-
actors controlled by VD AC . The switched-capacitor bank of
the LCVCO is controlled by DL Fcoarse [4:0]. The LCVCO’s
frequency ranges from 7.6 GHz to 11.8 GHz to generate the
differential clocks, C K and ¯C K . The simulated phase noise
is −106.4 dBc/Hz at an offset frequency of 1 MHz, and the
simulated gain is 340 MHz/V. The quadrature clocks C K 0,
C K 90, C K 180, and C K 270 are generated by using C K , ¯C K ,
and the IQ divider.
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Fig. 16. (a) DAC, and (b) LCVCO.

Fig. 17. PRTS-7 generator.

Fig. 18. PRTS checker.

C. PRTS Checker

The PRTS generator of 37
−1 [2] is shown in Fig. 17, com-

posed of seven registers, a 2-bit adder, and a 2-bit multiplier,
and a modulo-3 operator. The PAM-3 symbol Sk is generated
by the recursive equation as

Sk = Sk−2 + 2 · Sk−7 (19)

where k denotes the time index. Fig. 18 shows the PRTS
checker [15], composed of a selector, a decoder, a 2-bit
multiplier, a 2-bit adder, a 2-bit exclusive-or (XOR) gate, and a
toggle flip-flop (TFF). The 32-bit recovered data DH [15 : 0]

and DL[15 : 0] from the DFE logic are processed through
the selector and the decoder. Three symbols Dk−7, Dk−2
and Dk , are decoded, where k = 0 ∼ 31 as shown in
Fig. 17. The negative time indices represent the recovered
data from the previous clock cycle, stored in the selector.
Conceptually, the received symbol, Dk , should be identical to
Dk−2 + 2 · Dk−7 for errorfree data. To verify this equivalence,
the XOR gate is used, and its output, X O Ro, is given by

X O Ro =

{
1, i f Dk ̸= Dk−2 + 2 · Dk−7

0, otherwise.
(20)

Fig. 19. Measurement setup.

Fig. 20. (a) Die photo, and (b) power breakdown.

Fig. 21. Measured eye diagram of 23.04 Gbaud PAM-3 signaling (a) before,
and (b) after the ISI board.

When X O Ro remains low, Check P RT S keeps the previous
result. By measuring the time interval where Check P RT S
remains unchanged, the BER of the recovered data can be
estimated.

V. EXPERIMENTAL RESULTS

The measurement setup in shown in Fig. 19. The pat-
tern generator (Keysight M8040A) generates the differential
23.04 Gbaud PRTS of 37

−1. The M8049A ISI board is
used as the channel and its measured frequency response
is shown in Fig. 11(a) with the channel loss of 20.5 dB
at 11.52 GHz. A field-programmable gate array (FPGA)
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TABLE IV
PERFORMANCE SUMMARY AND COMPARISON

Fig. 22. Measured output of PRTS checker when (a) BER is high, and
(b) BER is low.

Fig. 23. Measured eye diagram of deserialized by 4 recovered data at
1.44 Gb/s.

generates the control signals for the device under test
(DUT). Check P RT S is monitored by using the MDO3104
oscilloscope. The deserialized-by-4 recovered Dout and the
divide-by-8 recovered clock C K out are measured by using
the Keysight MSOV334A real-time oscilloscope and the R&S
FSWP phase noise analyzer.

The proposed PAM-3 receiver is fabricated in 22 nm CMOS
technology. The die photo is shown in Fig. 20(a) with a core
area of 0.25 mm2. The total power consumption of 51.7 mW,
excluding the output buffers. The power distribution is shown
in Fig. 20(b).

Fig. 24. Measured eye diagram of the divide-by-16 recovered clock at
720MHz.

Fig. 25. Measured phase noise of the divide-by-16 recovered clock of
720MHz at frequency offset of 100 Hz –100MHz.

Fig. 21(a) shows the measured eye diagram of 23.04 Gbaud
PAM-3 signaling with a 1 Vpp differential amplitude before
the ISI board. The measured eye diagram shows a raw
PAM-3 signaling input without using the doubinary encoding.
Fig. 21(b) shows the measured eye diagram after the ISI
board. The BER is estimated by measuring Check P RT S .
Fig. 22(a) shows that Check P RT S is toggling when the BER is
high. Fig. 20(b) shows that Check P RT S maintains a constant
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Fig. 26. Measured (a) jitter transfer function, and (b) simulated and measured jitter tolerance.

level for a duration longer than 400 s. Then, the BER is
estimated to be less than 10−12 for the data-rate of 36Gb/s.
The eye diagrams of the deserialized-by-4 recovered data and
the divide-by-16 recovered clock are shown in Fig. 23 and
Fig. 24, respectively. The measured rms and peak-to-peak
jitter of the deserialized-by-4 recovered data and the divide-
by-16 recovered clock are 1.40 ps / 10.98 ps and 0.996 ps /
8.55 ps, respectively. The ripple observed on both logic 0 and
logic 1 signals may be attributed to the power supplies
for the output drivers and the bonding wires. The lack of
synchronization between these two signals can lead to supply
disturbances, particularly when one signal transitions while
the other remains static. Additionally, the substantial size of
the output drivers, which generate a significant load current,
could contribute to the supply noise through the bonding wires.
Fig. 25 shows the measured phase noise of the divide-by-
16 recovered clock. The integrated rms jitter from 100 Hz
to 100 MHz is 267 fs.

Fig. 26(a) plots the measured jitter transfer function. For the
sinusoid jitter with the amplitude of 0.1 UI, the −3 dB loop
bandwidth is around 15 MHz. The measured jitter tolerance
(JToL) is plotted in Fig. 26(b) with a tolerance of 0.07 UIpp at
the modulation frequency of 100 MHz. The corner frequency
is around 15 MHz. The simulated jitter tolerance is conducted
in MATLAB for quick verification. TABLE IV shows the
performance summary and the comparison of this work and
the prior arts. The proposed PAM-3 receiver achieves the
energy efficiency of 1.44 pJ/b and the figure-of-merit (FoM)
of 0.07 pJ/b/dB. In comparison to [16] and [17], this work
achieves a better energy efficiency with similar data-rate and
channel losses. Additionally, when compared to [11], [18],
[19], and [20], which operate within the twenties baud-rate
range, aligning with the scope of this work, our approach
can operate effectively under a larger channel loss while
simultaneously achieving a good FoM.

VI. CONCLUSION

The 36 Gb/s PAM-3 receiver is presented. The proposed
inductor-reused CTLE introduces a high-pass feedforward path
to boost the high-frequency gain. A capacitor array is added

to tune the high-frequency gain while maintaining the low-
frequency gain. The 1+D approach is proposed to reduce the
number of slicers in loop-unrolled DFE. A BRPD is presented
to avoid false-locking points in baud-rate sampling. Lastly, this
receiver achieves a good energy efficiency and FoM.
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